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SB priors

The basic setup

Random phenomena encoded in {Xi}∞i=1 r.v.’s

• Statistical learning requires stochastic dependence !

. Logical/physical independence 6⇒ stochastic independence

so P(Xn+1 ∈ B | X1, . . . ,Xn) = P(Xn+1 ∈ B) not always a good idea!

. Under physical independence of obs. all we can assume is certain
stochastic symmetry among {Xi}

• Exchangeability

(X1, . . . ,Xn)
d
= (Xπ(1), . . . ,Xπ(n)), ∀n ≥ 1

and for any permutation π of {1, . . . , n}.
≈ Distributional invariance under sampling order
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SB priors

Exchangeability

X-valued {Xi}∞i=1 exchangeable sequence driven by P ∼ Q

Q(·) = δqθ(·) ⇒ Xi ’s are iid

P(X1 ∈ A1, . . . ,Xn ∈ An) =

∫
PX

n∏
i=1

P(Ai ) δqθ(dP) =
n∏

i=1

qθ(Ai )

PX : Space of all distributions on X

qθ



SB priors

Exchangeability

X-valued {Xi}∞i=1 exchangeable sequence driven by P ∼ Q

Q(FΘ) = 1 ⇒ Parametric family
Epistemic

uncertainty

P(X1 ∈ A1, . . . ,Xn ∈ An) =

∫
FΘ

n∏
i=1

Fθ(Ai )︸ ︷︷ ︸ ︷ ︸︸ ︷
πθ(dθ)

Random

uncertainty via

param. model

PX : Space of all distributions on X
qθ

FΘ



SB priors

Exchangeability

X-valued {Xi}∞i=1 exchangeable sequence driven by P ∼ Q

Q(P : d(P, η) < ε) > 0, ∀ η ∈ PX y ε > 0 ⇒ BNP

P(X1 ∈ A1, . . . ,Xn ∈ An) =

∫
PX

n∏
i=1

P(Ai ) Q(dP)︸ ︷︷ ︸
Random and

epistemic uncertainties

in one stroke!

PX : Space of all distributions on X
. . . or other infinite dimensional
sub-spaces of interest, Pd

X, Pc
X, etc.

qθ

FΘ

PX

How to construct suitable models for Q (nonparametric priors!)?



SB priors

Popular constructions of discrete BNP priors

Given a CRM µ satisfying 0 < µ(X) <∞⇒ P(·) = µ(·)
µ(X)

Prünster (2002), Regazzini et. al.(2003), James et. al. (2006)

If E[µ] = ν(ds, dx) = s−1e−sθP0(dx) ⇒ P ∼ D(θP0)

Ferguson (1973)

P =
∑

i≥1 wiδξi∑
i≥1 wi = 1

ξi
iid∼ P0

(wi)i≥1 ⊥ (ξi)i≥1

Sethuraman (1992), Ishwaran and James (2001), Kallenberg (2017)

wi = vi
∏i−1

j=1(1− vj)

Dirichlet Process

Dependent

Length variables

Gil-Leyva et al.(2020), Gil-Leyva and M. (2021)

Exchangeable RPM, SSP

Stick-breaking priors

Homogeneous
normalized CRM

Normalized CRM

Markov/Exch. SB

Today’s talk
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SB priors

Stick breaking weights

P(B) =
∞∑
i=1

wi δξi (B), B ∈ X ,
∑
i

wi = 1

with wi = vi
∏i−1

j=1(1− vj) and ξi
iid∼ P0

• Full support if: For every ε > 0 there exist m ∈ N such that

P[v1 < ε, ..., vm < ε] > 0

• Weights add up to one if

∑
j≥1

wj = 1 ⇔
j∏

i=1

(1− vi )
a.s→ 0 ⇔ E

[
j∏

i=1

(1− vi )

]
→ 0
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SB priors

Some SB representations of well-known RPMs

Dirichlet process: vi
iid∼ Be(1, β)

Two parameter Poisson-Dirichlet: vi
ind∼ Be(1− σ, β + iσ)

σ-stable Poisson-Kingman: dependent (vi )i≥1 with

g(vj | t, v1, . . . , vj−1) =
σ(tzj)

−σ

Γ(1− σ)fσ(tzj)
v−σj fσ(tzj(1− vj))

where fσ denotes the positive σ stable density function and
zj :=

∏j−1
i=1(1− vj) with z1 = 1.

...

Homogeneous NRMIs. . . also dependent (vi )i≥1 with more involved
conditional distributions for v1 and vi | vi−1, . . . , v1

Favaro et. al. (2014), Favaro et. al. (2016).



SB priors

BNP clustering structure

• Relies on “ analytical ” expressions of the EPPF, i.e. π s.t.

P (Π(x1:n) = A) = π(n1, . . . , nk) =
∑

(j1,...,jk )

E

[
k∏

i=1

wni
ji

]

with A = {A1, . . . ,Ak} a partition of x1:n and nj := |Aj |

⇒ Similar inference can be achieved via allocation variables, i.e.,
Given {xi}i≥1 exch. driven by a SSP µ =

∑
wjδξj , di = j iff xi = ξj

P (d1 = d1, . . . ,dn = dn) = E

 k∏
j=1

vj
rj (1− vj)

tj


with k := max{d1, . . . , dn}, rj :=

∑n
i=1 1(di=j) and tj :=

∑n
i=1 1(di>j).



SB priors

Dirchlet process & Geometric process

Independent / Fully dependent random lengths

Dirichlet process Geometric process

• vi
iid∼ Be(1, β) • vi = λ ∼ Be(α, β)

• wj = vj
∏j−1

i=1(1− vi ) • wj = λ(1− λ)j−1

• E[w1] > E[w2] > · · · • w1 > w2 > · · ·
? Size-biased random order ? Decreasing order

Both processes satisfy:∑
j≥1 wj = 1.

Have full support.

• Both are exchangeable!

? We consider the general class of priors induced by exchangeable length
variables

Ferguson (1973), Fuentes-Garćıa, M. and Walker (2010)



SB priors
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Exchangeble SB prior

Exchangeable stick-breaking processes

• ESB(ν, µ0)

µ =
∑
j≥1

wjδξj
atoms ξj

iid∼ µ0

with

wj = vj
∏
i<j

(1− vi )
length var.

(vj) exchangeable seq. driven by ν

That is vj |ν
iid∼ ν0 with ν0 := E[ν]. (vj) are [0, 1]-valued.

Theorem

ν({0}) < 1 a.s iff
∑

j≥1 wj = 1 a.s.

. If ν0({0}) = 0 then
∑

j≥1 wj = 1 a.s.

If there exists ε > 0 such that (0, ε) is contained in the support of
ν0, then µ has full support.



Exchangeble SB prior

Convergence to Dirichlet and Geometric processes

ESB(ν, µ0)

DP(θ, µ0) d µ d GP(ν0, µ0)

Be(1, θ) d ν ν d δv , with v ∼ν0

If ν =
∑

j≥1 pjδuj is a SSP with ρ := P[v1 = v2] =
∑

j≥1 E[p2
j ]

ν0
d ν d δv , with v ∼ν0

0 d ρ ρ d 1

Take ν0 = Be(1, θ). If ν ∼ DP(β, ν0), ρ = 1
1+β .



Exchangeble SB prior

Convergence to Dirichlet and Geometric processes

Ordering of the weights

µ =
∑
j≥1

wjδξj
d
=

∑
j≥1

wρ(j)δξj

One usually work with the ordering of weights that is the most
tractable.

Size-biased DP weights Decreasing GP weights

E[w̃1] > E[w̃2] > · · · w↓1 > w↓2 > · · ·

(w̃j)
d (wj)

d (w↓j )

Be(1, θ) d ν ν d δv , with v ∼ν0



Exchangeble SB prior

Stick-breaking processes driven by SSP



Exchangeble SB prior

Asymptotic behavior of E [Kn]

{A,B,C ,D} corresponds to θ = {0.5, 1, 2.5, 4}



Markov stick-breaking processes
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Markov stick-breaking processes

Exchangeable vs Markov stick-breaking process



Markov stick-breaking processes

Exchangeable vs. Markov stick-breaking process

Theorem (Exchangeable)

ν({0}) < 1 a.s iff
∑

j≥1 wj = 1 a.s.

∗ If ν0({0}) = 0 then
∑

j≥1 wj = 1 a.s.

If there exists ε > 0 such that (0, ε) is contained in the support of
ν0, then µ has full support.

Theorem (Stationary Markov)

ν0 6= δ0 iff
∑

j≥1 wj = 1 a.s.

If there exists ε > 0 such that (0, ε) is contained in the support of
ν0, and for each u ∈ (0, ε), (0, ε) is contained in the support of
ν(u, ·), then µ has full support.



Markov stick-breaking processes

Convergence to Dirichlet and Geometric processes



Markov stick-breaking processes

Beta-Binomial transition



Markov stick-breaking processes

Spike and slab transition



Markov stick-breaking processes

Decreasing probability

If ν is a spike and slab transition

P[wj+1 ≤ wj ] = ρ+ (1− ρ)E [−→ν0(c(v))]

If ν0 = Be(1, θ)

P[wj+1 ≤ wj ] = 1− 2F1(1, 1; θ + 2, 1/2)(1− ρ)θ

2(θ + 1)

If θ = 1
P[wj+1 ≤ wj ] = ρ+ (1− ρ) log(2)



ESB-Mixture model
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ESB-Mixture model

ESB-Mixture model

µ ∼ ESB(ν, µ0)

Data modeled via yi | f̃
iid∼ f̃ for i = 1, 2, . . . with f̃ a µ-mixture, e.g.

f̃ (y) =

∫
N(y | x)µ(dx) =

∑
j≥1

wj N(y | ξj)

. µ0 = Normal – Inverse Wishart

. ν0 = Be(1, θ), θ = 1

. ρ ∼ U[0, 1]

Gibbs sampler, e.g. Walker (2007), Kalli et al. (2011)



ESB-Mixture model

Paw dataset



ESB-Mixture model

Cluster estimation for Paw dataset



ESB-Mixture model

Density estimation for Paw dataset
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